The Role of Ocean Thermal Expansion in Last Interglacial Sea Level Rise
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Abstract

A compilation of paleoceanographic data and a coupled atmosphere-ocean climate model were used to examine global ocean surface temperatures of the Last Interglacial (LIG) period, and to produce the first quantitative estimate of the role that ocean thermal expansion likely played in driving sea level rise above present day during the LIG. Our analysis of the paleoclimatic data suggests a peak LIG global sea surface temperature (SST) warming of 0.7±0.6°C compared to the late Holocene. Our LIG climate model simulation suggests a slight cooling of global average SST relative to preindustrial conditions (ΔSST = -0.4°C), with a reduction in atmospheric water vapor in the Southern Hemisphere driven by a northward shift of the Intertropical Convergence Zone, and substantially reduced seasonality in the Southern Hemisphere. Taken together, the model and paleoceanographic data imply a minimal contribution of ocean thermal expansion to LIG sea level rise above present day. Uncertainty remains, but it seems unlikely that thermosteric sea level rise exceeded 0.4±0.3 m during the LIG. This constraint, along with estimates of the sea level contributions from the Greenland Ice Sheet, glaciers and ice caps, implies that 4.1 to 5.8 m of sea level rise during the Last Interglacial period was derived from the Antarctic Ice Sheet. These results reemphasize the concern that both the Antarctic and Greenland Ice Sheets may be more sensitive to temperature than widely thought.

Introduction

Sea-level rise is one of the major socio-economic hazards associated with global warming, and a better understanding the mechanisms that underly sea-level rise is a prerequisite to accurate projections of global and regional sea-level rise. Despite this, variability in the different components of sea level rise (i.e., ocean thermal expansion, melting of glaciers, and
wasting of the Greenland and Antarctic Ice Sheets) is poorly understood, especially with respect to the future. The Fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC), which explicitly excluded rapid ice flow dynamics, projected that ocean thermal expansion would make up 55 to 70% of the sea level rise over the 21st century [Meehl et al., 2007], whereas the empirical model of Vermeer and Rahmstorf [2009] projects a much smaller proportion, between 20 and 30%, although this result is primarily driven by a larger contribution of ice melt. On longer timescales, the equilibrium response of ocean thermal expansion to warming has been estimated as 0.2 to 0.6 m °C⁻¹ [Meehl et al. 2007], but the relative contributions of ice sheet melt and thermal expansion during a millennial-scale highstand remains unclear. One approach to address this uncertainty is to study past sea-level changes. The last interglacial period (LIG) is the most recent warm interval with substantially higher-than-modern global sea level. During the LIG, from ca. 130 to 120 ka, sea level reached at least 6 m above present levels [Hearty et al., 2007; Kopp et al., 2009]. The majority of the sea level rise originated from melting of the Greenland Ice Sheet (GIS) and the Antarctic Ice Sheets [Otto-Bliesner et al., 2006; Overpeck et al., 2006; Kopp et al., 2009; Clark and Huybers, 2009], but the role of thermal expansion has not been carefully examined. Here, we compile the available paleoceanographic records and examine global climate model simulations to better constrain the amount of thermal expansion during the LIG.

**Methods**

*Paleoclimate data*

We compiled a dataset of 76 published sea surface temperature (SST) records that met several criteria. Only quantitative SST records that included both the LIG and the Holocene were included so that ΔSST values (warmest LIG – late Holocene) could be calculated internally for
each record. We restricted our analyses to records that had an average temporal resolution of 3 kyr or better during both LIG and the Holocene. Records were obtained through the NOAA Paleoclimatology World Data Center (www.ngdc.noaa.gov/paleo/paleo.html), the Pangaea database (www.pangaea.de), and from individual site reports and papers (Supplemental Table 1). The sea surface temperatures (SSTs) were determined using Mg/Ca ratios in foraminifera, alkenone unsaturation ratios (i.e., $U^k_{37}$), and faunal assemblage transfer functions (for radiolaria, foraminifera, diatoms and coccoliths), and were interpreted to reconstruct annual, austral summer, and boreal summer sea surface temperatures. Only records with published age models were included; however, there is substantial uncertainty between age estimates at different sites. For this study we chose to determine a maximum estimate of ocean warming during a sustained sea level highstand, so the average SST of a 5 kyr period centered on the warmest temperature between 135 and 118 ka was calculated for each record. ΔSST values were determined by subtracting the average SST of the late Holocene (5 to 0 ka) from the 5 kyr LIG average. The data set was supplemented by 94 LIG SST estimates from the CLIMAP project [CLIMAP Project Members, 1984]. For the CLIMAP data, ΔSST values were determined as the difference between LIG temperatures and core top temperature estimates at each site. Global mean SST anomalies (ΔSST) were calculated by averaging anomalies in $10^\circ \times 10^\circ$ boxes, then determining zonal averages, which were finally averaged after weighting each zonal average by the area of ocean for each latitudinal band.

To complement our data synthesis, we performed the same analyses on the LIG SST dataset assembled by Turney and Jones [2010]. The Turney and Jones [2010] dataset differs from our synthesis in several regards: 1) only data that were interpreted to reconstruct annual mean temperatures were included, 2) the timing of LIG mean SST estimates was determined by corresponding marine $\delta^{18}$O records and 3) ΔSST values were calculated as the difference
between LIG SSTs and instrumental SST climatology. Many of the same records went into both LIG SST syntheses, but analyzing both datasets allows us to evaluate the sensitivity of our results to markedly different data treatment approaches.

**Global Climate Model Simulations**

Climate simulations were conducted using a global, coupled ocean-atmosphere-land-sea ice general circulation model (Community Climate System Model [CCSM], Version 3) [Collins et al., 2006]. The atmospheric model has ~1.4° latitude-longitude resolution (T85) with 26 levels, and the ocean model has ~1° resolution and 40 levels. The preindustrial 1870 AD control simulation includes the appropriate forcing conditions, including trace gas concentrations (CO₂: 289 ppmv; CH₄ 901 ppbv), solar constant (1365 W/m²), and orbital characteristics (obliquity: 23.44°, perihelion: 3 January, and eccentricity: 0.0167). The preindustrial control simulation was run for 550 model years, and climatologies were calculated using model years 530 to 549. The LIG simulation included forcing conditions appropriate for 125 ka; obliquity was 23.80°, perihelion was 23 July, and eccentricity was 0.0400 [Berger et al., 1991]. The trace gas concentrations were estimated from ice core data (CO₂: 273 ppmv; CH₄: 642 ppbv) [Petit et al., 1999]. The solar constant was set to the model present-day value of 1367 W/m². Vegetation and land ice coverage were prescribed at their present-day distributions for both the preindustrial and LIG simulations. The LIG simulation was run for 200 model years, and climatologies were calculated using model years 180 to 199. CCSM3 is known to have regional SST biases, but is very well-suited for simulating global mean SST [Collins et al., 2006], which is the focus of this study. Global SST anomalies were calculated by zonal averaging and then calculating an area-weighted global mean.
Paleoceanographic data synthesis

LIG-Holocene SST anomalies varied regionally, and importantly, were not uniformly warmer during the LIG (Figure 1). Furthermore, our data synthesis shows the same primary patterns as the synthesis of Turney and Jones [2010], suggesting that the primary results are robust to the choices of averaging and Holocene reference period. Records from the high latitudes of the Northern Hemisphere (>30°N) were consistently warmer during the LIG. This is consistent with the dramatic increase in summer insolation (~12% above preindustrial), and extensive evidence for much warmer (4-5 °C) conditions in the Arctic during the interval [CAPE Project Members, 2006]. South of ~30°N, the anomalies are regionally variable (Figure 1). The Caribbean Sea and the tropical Atlantic Oceans appear to have been generally cooler during the LIG than the late Holocene (and late 20th century). The eastern equatorial Pacific Ocean shows both positive and negative anomalies, as does the rest of the Pacific ocean. The western Indian Ocean appears to have been slightly warmer, and the central Indian Ocean somewhat cooler, but the data coverage in both the Pacific and Indian Ocean is poor. The southeastern Atlantic Ocean, off the west coast of South Africa, was consistently warmer. The Southern Ocean changes are mixed, apparently cooler west of South America, somewhat warmer in the Atlantic sector and near New Zealand, and mixed in the Indian sector.

The regional variability is interesting, and warrants further investigation, however interpreting the patterns in terms of modes of climatic and ocean variability is confounded by chronological errors, resolution differences and poor data coverage. Consequently, we chose to focus on the primary, global pattern: the warmer temperatures between 30°N and 70°N, and equivocal anomalies further south (Figure 1). The ocean-area-weighted global average SST anomaly is 0.7±0.6°C for our data synthesis, and 0.7°C for that of Turney and Jones [2010].
Interestingly, these global ΔSST estimates are lower than the global land and ocean temperature anomaly (1.5±0.1°C) calculated by Turney and Jones [2010]. This discrepancy may be due to the predominance of terrestrial records from the Northern Hemisphere that are particularly sensitive to summer temperatures in their global synthesis.

The error calculated for global ΔSST incorporates errors in the SST proxies, which typically range from 1 to 2°C, and the error associated with estimating global ΔSST from limited spatial coverage (Auxiliary Material). Nevertheless, this estimate does not capture all of uncertainty in global ΔSST. Because we calculated a maximum estimate for ΔSST, we excluded chronological errors, although differences in temporal resolution between sites contributes additional uncertainty. Furthermore, each of the SST proxies comes with its own set of errors and biases. A particular concern is that all three of the primary SST proxies in our database (faunal assemblages, Mg/Ca, U\textsuperscript{k,37}) are known to be sensitive to changes in seasonality [Anand et al., 2003; Morey et al., 2005; Lorenz et al., 2006], and each proxy may exhibit different responses to changes in seasonality, even at the same location [e.g., Weldeab et al., 2007; Saher et al., 2009]. Given the extreme differences in seasonal insolation forcing during the LIG relative to the late Holocene, changes in the timing and distribution of the productive seasons likely biased the SST estimates.

To evaluate some of the potential biases in our analysis, we subsampled our database by proxy type and seasonality (Auxiliary Material). Globally, ΔSST for the U\textsuperscript{k,37} and Mg/Ca proxies was about 1.5°C higher than the faunal assemblage proxies. Some of this offset is likely due to lower sample density and different spatial coverage of the U\textsuperscript{k,37} and Mg/Ca proxies, which are commonly located near coasts in upwelling regions. Regionally, ΔSST appears generally consistent between proxies, with some exceptions (Figure 1a). Subdividing seasonally, ΔSST in boreal summer (JJA) records was slightly higher (0.2°C) than in austral summer (DJF) records,
consistent with the change in insolation forcing.

Global Climate Model Simulations

Like the paleoceanographic data, the model simulations for 125 ka show substantial warming north of 40°N, and similar or slightly cooler SSTs south of 30°N (Figure 2a-b), similar to previously published simulations for this time period [Montoya et al., 2000; Kaspar and Cubasch, 2007]. The ocean-area-weighted global average ocean temperature difference between the 125 ka simulation and the preindustrial control is -0.4°C for both the surface temperatures and the top 200 m. The result of a cooler average ocean surface in the 125 ka simulation is surprising given that the annual insolation anomalies are positive globally (Figure 2c). This result merits a discussion of the climate dynamics simulated in the model that contribute to the cooling in the Southern Hemisphere.

The most significant difference between the forcings for the LIG simulation and the preindustrial control are the different orbital parameters, and among those, the date of perihelion (or phase in the precession cycle) is most different. In the LIG simulation, perihelion occurs during the boreal summer, as opposed to the preindustrial control, when aphelion occurs during the boreal summer. The result is that relative to the preindustrial simulation, the Northern Hemisphere should experience much greater seasonality (warmer summers and colder winters), while the Southern Hemisphere should have colder summers and warmer winters (Figure 2c).

The Southern Hemisphere cooling in the model is associated with a decrease in longwave radiative forcing (Figure 2d), which is a function of decreased water vapor concentrations in the southern hemisphere (Figure 2e). Annually averaged, water vapor content was consistently lower in the LIG simulation than the preindustrial control throughout most of the Southern Hemisphere and over the Pacific Ocean, and substantially higher over the Northern Hemisphere monsoon
regions, and the high Northern latitudes (Figure 2e). There appear to be two global scale mechanisms responsible for the hemispheric shift in water vapor.

First, the large increase in summer insolation in the Northern Hemisphere results in a strengthening of the Asian, African and North American Monsoons in the model, along with a northward shift of the Intertropical Convergence Zone (ITCZ) (Figure 2e). The strengthened and northward-shifted monsoon systems pull more moisture further across the equator into the Northern Hemisphere, focusing precipitation in the monsoons while effectively drying the southern tropics. The effect of this northward shift on the Earth's energy budget is apparent in the changes in outgoing longwave radiation (OLR; Figure 2f), which is substantially reduced over the Northern Hemisphere monsoon regions, and increased over the Southern Hemisphere monsoon systems (e.g., South America, equatorial and southern Africa, Australia), effectively cooling the tropical Southern Hemisphere.

The second mechanism is associated with the opposing changes in seasonality in each hemisphere. Due to the nonlinearity in the capacity of air to hold water vapor as a function of temperature (the Clausius-Clapeyron relation), the large decrease in insolation during the Southern Hemisphere summer and fall is not compensated, in terms of specific humidity, by an equivalent increase in winter and spring insolation. This effect should be most important at higher latitudes, and the increase in Northern Hemisphere specific humidity is consistent with this hypothesis (Figure 2e). The impact is not immediately apparent in OLR (Figure 2f). At the high southern latitudes, both downwelling radiation at the surface (Figure 2d) and OLR (Figure 2f) are decreased. This is due to decreased absorption and attenuation of longwave radiation in the atmosphere, and is a function of both decreased specific humidity and cooler surface temperatures decreasing the amount of outgoing longwave radiation produced at the surface. The opposite scenario is apparent at the high northern latitudes.
These two mechanisms provide a plausible explanation for the cooling over most of the world's ocean. The results do not appear to be specific to the CCSM3 model. Simulations with other climate models show cooler temperatures in the Southern Hemisphere, and near-zero or negative annual SST anomalies relative to preindustrial controls [e.g., Montoya et al., 2000; Kaspar and Cubasch, 2007]. Furthermore, an additional simulation using CCSM3 for the period 130 ka yields a similar cooling in the Southern Hemisphere, despite regional differences in SST, suggesting that our result is not specific to only this interval of the LIG (Auxiliary Material). This result calls into question the belief that the LIG was substantially warmer globally [e.g., LIGA Members, 1991; Clark and Huybers, 2009; Turney and Jones, 2010; Masson-Delmotte et al., 2010]. Much uncertainty remains in model simulations; but it is possible that the predominance of terrestrial, Northern Hemisphere, summer-sensitive temperature proxies may have biased our understanding of global temperature anomalies during the interval.

The thermosteric component of LIG sea level rise

The amount of steric sea level rise can be determined by calculating the specific volume of the ocean, which requires integrating the temperature and salinity structure of the ocean. This is possible for the model simulations, but not for the paleoceanographic data, so other approaches must be utilized. A simple empirical approach is to estimate a thermal expansion sensitivity (i.e., cm/°C). This can be achieved with instrumental data; the IPCC [Bindoff et al., 2007] concluded that the top 700 m of the ocean warmed 0.1°C from 1961-2003, and that thermal expansion of the ocean was about 1.3 cm over the same interval, resulting in a sensitivity of ~13 cm/°C. To determine a maximum estimate, we assumed our average ΔSST of 0.7±0.6°C is representative of the top 700 m, resulting in 9±8 cm of thermosteric sea level rise. Alternatively, we estimate the thermal expansion using the Thermodynamic Equation of Seawater 2010 (TEOS-10) to calculate
the change in the specific volume of the top 700 m of the ocean due to a $0.7 \pm 0.6^\circ C$ warming, while holding the salinity constant, and neglecting changes in ocean area. This approach results in $12 \pm 10$ cm of thermosteric sea level rise. It is possible that sustained, warmer-than-modern conditions resulted in warming below 700 m in the oceans. If the average warming extended to 2000 m, the thermal expansion of the ocean would have been about $35 \pm 30$ cm, consistent with the equilibrium ocean-temperature thermal expansion sensitivity observed in long climate model simulations ($0.2$ to $0.6$ m $^\circ C^{-1}$) [Meehl et al. 2007].

For the model simulation, the whole-ocean global average steric sea level change was $-18$ cm, primarily due to cooler ocean temperatures in the Southern Hemisphere. Because the model simulations are relatively short, the deep ocean was not equilibrated. This introduces additional uncertainty in our estimate of steric sea level change; however the volume-integrated ocean temperature trends are the same in both the LIG and preindustrial simulations ($-0.12^\circ C$/century), suggesting that the steric sea level change would be comparable after equilibration.

Altogether, it is clear that ocean thermal expansion during the LIG was a small component of the maximum LIG sea level highstand. A conservative estimate from the available paleoclimatic data is $0.4 \pm 0.3$ m. The climate model simulations suggest that the thermosteric component may have been smaller or even negative 125 ka, near the time of the maximum highstand. This has several important implications. First the high-end estimate of sea level exceedance (33% probability that sea level exceeded 9.4 m during the LIG) by Kopp et al. [2009] is probably too high, because the stochastic thermosteric component in their model was unrealistically large (mean = 0 m, $1\sigma = 2$ m). Using a more realistic thermosteric component should reduce the variance of the distribution of sea level histories, resulting in tighter error estimates and exceedance levels that are nearer to the median.

Secondly, our results provide further constraints on the relative contributions to sea level
rise during the last interglacial. The contribution from the GIS was likely 2.2 – 3.4 m [Otto-Bliesner et al., 2006], or even less [Oerlemans et al., 2006]. The maximum possible contribution from mountain glaciers and ice caps is 0.6±0.1 m [Radić and Hock, 2010], and our conservative estimate of maximum thermal expansion during the LIG (0.4±0.3 m). These data, combined with the median projection (50% exceedance) of maximum LIG sea level rise (8.5 m) [Kopp et al., 2009] imply that the Antarctic Ice Sheet (AIS), most likely the West Antarctic Ice Sheet (WAIS), contributed at least 4.1±0.3 m. Assuming a low-end contribution from the GIS (2.2 m), only glaciers and ice caps from the northern Hemisphere (0.4±0.1 m) and our low-end estimate for thermal expansion (0.1±0.1 m), the maximum contribution from Antarctica is 5.8±0.1 m.

It remains unclear why so much more ice (4.1 to 5.8 m sea level equivalent) was lost from Antarctica during the LIG than the Holocene. Antarctic ice cores all suggest warmer-than-modern annual temperatures for East Antarctica [cf., Petit et al., 1999; EPICA, 2004; Kawamura et al., 2007], and recent evidence suggests that the warming anomaly may have been larger (~6°C warmer than the Holocene) than previously estimated [Sime et al., 2009]. This stands in contrast to the cooling simulated by our LIG simulation (Figure 2a-b), and is a consistent frustration of model-paleodata comparisons [Masson-Delmotte et al., 2010]. Furthermore, melt season solar insolation was substantially lower than present-day (Figure 2c). A recent study by Huybers and Denton [2008] suggested that Antarctic temperatures are primarily controlled by the duration of summer, which was very long during this interval, rather than the intensity of solar insolation (like the Northern Hemisphere), although this mechanism does not drive Antarctic temperatures in our LIG simulation. It has also been hypothesized that poorly simulated climatic feedbacks and changes in ocean circulation may be responsible for the mismatch [Overpeck et al., 2006; Masson-Delmotte et al., 2010], a hypothesis that implies substantial vulnerability of the AIS in the future [Yin et al., 2011]. Finally, it is possible that much of the Antarctic
contribution was derived during late deglaciation or early LIG, when melt-season insolation was much higher [Overpeck et al., 2006]. This possibility is consistent with the observation that substantial downwasting of the WAIS is necessary to simulate the high temperatures inferred from East Antarctic ice cores during the LIG in climate models [Holden et al., 2010].

Conclusion

The available paleoceanographic records and our LIG GCM simulation suggest that global SSTs were not dramatically warmer than preindustrial conditions (paleodata = 0.7±0.6°C warmer, model = 0.4°C cooler). Taken together, the model and paleodata imply a minimal (-0.2 to 0.4 m) contribution of thermal expansion to LIG sea level rise. This constraint, along with estimates of the sea level contributions from the Greenland Ice Sheet, glaciers and ice caps, implies that 4.1 to 5.8 m of sea level rise during the LIG was derived from the Antarctic Ice Sheet. These results reemphasize the concern that the Greenland and especially the Antarctic Ice Sheets may be more sensitive to temperature than widely thought.
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**Figure Captions**

**Figure 1.** Maps of global ΔSST values in A) our database, where symbols indicate proxy type (see legend) and B) the synthesis of Turney and Jones [2010]. Note that in both maps, the locations of the symbols were adjusted slightly for visibility. To the right each map, ΔSST values are plotted by latitude. For our database (A), records interpreted to reflect annual, austral summer, and boreal summer temperatures are shown with different symbols.

**Figure 2.** LIG simulation - preindustrial control anomalies in our global climate model simulation parameters. The parameters include: A) surface air temperature, B) potential temperature averaged over the top 200 m of the ocean, C) incoming solar radiation, by latitude and month, D) downwelling longwave radiation at the surface, E) specific humidity, averaged over all layers of the atmosphere and F) outgoing longwave radiation at the top of the model. Zonal average anomalies are plotted to the right of each map.
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